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1. Introduction  
At present the formalization of processes that occur in Internet is an important 
direction of scientific research in computer network security domain. The goal is 
to provide the appropriate defense mechanisms against present and newly 
appeared threats. 

In the given context this problem can be considered as the problem of 
formalization of organizational and technical counteraction between information 
defense and offense systems. The solution of this problem can be based on the 
investigative modeling and simulation of the mentioned counteraction processes 
using the family of various models (from analytical to scaled-down (emulational) 
and full-scale) (fig.1). 
 

 
 

Fig.1. Family of models that are used for investigative modeling and simulation  
of computer network counteraction  

 
In this paper we are developing an agent-oriented approach to the modeling 

and simulation of offense and defense systems’ counteraction. This 
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counteraction is represented as an antagonistic interaction between teams of 
software agents. The approach is stated in [1-3].  

The main accent in the paper is given to two main aspects:  
(1) the presentation of developed software environment (testbed) for multi-

agent modeling and simulation of mentioned counteraction based on the 
principles of packet-level simulation (fig.1) and  

(2) the description of the experiments on imitation of distributed denial of 
service attacks (DDoS) (targeted to the violation of information resources 
availability) and defense mechanisms realizing attack detection, prevention and 
pro-active reaction. 
 
2. The approach to modeling and simulation  
The multi-agent approach for modeling and simulation of defense processes in 
the Internet supposes that the cybernetic counteraction is represented as the 
interaction of various teams of software agents [1, 2]. At least two agent teams 
are distinguished: the team of agents-malefactors and the defense team. They act 
upon computer network and each other. The agents from different teams compete 
to achieve contrary intentions. The agents of the same team collaborate to 
achieve a joint intention. 

The global goal for each team is achieved by the joint efforts of many 
components. The components of each team have the following features: 
autonomy; the presence of knowledge about itself, interacting entities and the 
environment; the presence of knowledge or the hard-coded algorithm allowing to 
get and process the external data from the environment; the presence of the goal 
and the list of actions to achieve this goal; the fulfillment of communications for 
achieving the common goal.  

There are a number of approaches for organizing agent teamwork. The basic 
approaches are as follows: joint intensions theory [4], shared plans theory [5] 
and combined approach [6].  

In the joint intentions theory the agent team has joint commitments and 
intentions. Agents have individual commitments that are their permanent goals. 
The individual intention of each agent is to achieve the goal.  

The team plan is the basis of shared plan theory. This plan assigns the joint 
fulfillment of some set of team actions. The agent team has to reach the 
agreement on team action fulfillment.  

The combined theory unites two first approaches. 
A lot of teamwork approaches are implemented in differnt multi-agent 

systems. GRATE* [7] is the implementation of joint responsibilities teamwork. 
The following notions are at the heart of OAA [8] framework: “blackboard” for 
agent communications and “facilitator” that manages it. The main idea of CAST 
[9] is to use the shared mental model of agents for pro-active information 
exchange to achieve an effective teamwork. It is supposed in RETSINA-MAS 
[10] that every agent has the personal copy of partial plan. This copy lets them to 
estimate their abilities and to choose the corresponding roles. In “Robocup 
Soccer” [11] agents have the joint rules and knowledge and also the individual 
world models. These features manage their cooperative behavior. 



COGNET/BATON [12] is the system for modeling the teamwork of people 
using intelligent agents.  

The proposed approach for teamwork is based on the joint use of the elements 
of the joint intentions theory, shared plans theory and combined approach. It also 
takes into account the experience on realization of multi-agent systems. 

The structure of agent team is described in terms of hierarchy of group and 
individual roles [1]. The leaves of the hierarchy correspond to the roles of 
particular agents and the intermediate nodes – to the group roles. The 
mechanisms of agent interaction and coordination are based on the following 
three groups of procedures: (1) action coordination; (2) monitoring and 
recovering of agent functionality; (3) communication selectivity (for the choice 
of the most “useful” communication acts). 

The specification of action plan hierarchy is made for each of the roles. For 
every plan the following elements are described: the initial conditions, when the 
plan is proposed for execution; the conditions under which the plan is ended; the 
actions that are executed on the team level as a part of shared plan. The group 
plan has joint actions.  
 
3. DDoS attacks and defense mechanisms  
The proposed approach to the multi-agent modeling and simulation of computer 
network counteraction was proved on the basis of DDoS attack and defense 
mechanisms against them. 

The main idea of DDoS attack is that the global goal – “the denial of service” 
of some resources – is accomplished by the joint operations of many components 
acting on the attack side. Thus the original task on DDoS is divided into simple 
subtasks that are ordered to particular specialized components. On the top level 
the goal remains the same for all components. On the lower level the local goals 
are formed. Their achievement is needed to solve the joint goal. The components 
are interacting with each other to coordinate the local solutions. This is needed to 
achieve the required quality of joint goal solution. 

There are several kinds of DDoS attacks. They can be divided into two 
categories: exhaustion of network resources and exhaustion of host resources. 
The attacks are fulfilled by sending to the victim the large amount of packets (for 
example, UDP flood, ICMP flood, and also Smurf, Fraggle – via intermediate 
hosts), too long packets (Ping of Death), incorrect packets (Land), the large 
amount of laborious requests (TCP SYN), etc. 

Building of effective defense system against DDoS is a very complex task. 
The usual measure to defense the subnet (not only from the DDoS attacks) is to 
apply the filtering rules for the packets from reserved IP addresses, protocols and 
ports (for example, for the incoming packets with the addresses from the internal 
pool, for the outgoing packets with the addresses not from the internal pool, for 
the packets to/from the unused ports, for the packets using unused protocols, 
etc.). Furthermore, the limitation on traffic for every protocol and for 
input/output streams can be applied.  

Knowing this measures the malefactor can use such parameters of DDoS 
attack that it will be impossible to distinguish the attack from, e.g., the users 



requests caused by an increased interest to the given server. This complicates 
defense mechanisms.  

The common approach to defense against DDoS is as follows. The 
information about the normal traffic for this network is collected by sensors. 
Then the component-analyzer compares in real-time the current traffic with the 
model of normal traffic. The system tries to trace back the source of 
abnormalities (with the help of “traceback” mechanisms) and shows the 
recommendations of how to sever or to lower them. The system applies the 
countermeasures the system administrator (or the system user) chooses.  

It can be distinguished two main tasks of defense systems: attack detection 
and attack counteraction. 

The mechanisms of attack detection can be classified by the place of 
deployment and by the method of detection. The components of detection can be 
deployed in the attacked, the source or the intermediate sub-networks. The attack 
detection occurs due to the comparison of the current and model traffic. The 
model of normal network traffic is created using the available traffic data: either 
evidently, or after processing by some method. As a rule, this model is based on 
the load [13, 14, 15, 16, 17], on the signature [18, 19, 20], on the statistics [21, 
22, 23, 24, 25, 26, 16, 17, 27], with the use both standard statistical methods and 
other methods (e.g., due to hierarchical system of various classifiers which can 
learn [30]).  

The mechanisms of DDoS attack counteraction can be classified as detection 
mechanisms taking into account the place of deployment and the defense method 
used. The place of deployment is determined by the defense target. This can be 
the attacked, the source or the intermediate sub-networks. Besides own 
protection, the system of effective counteraction influences also positively on the 
remaining network as a whole, e.g., by blocking the attack packets within itself. 
The defense methods may be as follows: packet filtering (it is used in the most 
cases), flow filtering [26], changing the amount of resources [32, 33, 34, 27], 
authentication [13, 31, 35], etc. 

Additionally three variants of applying the packet filtering can be 
distinguished. The first (traditional) variant is a standard filtering preformed on 
one host. The second variant is with “pushback” [14, 26, 15, 16, 17] when the 
filter is applied on every iteration nearer to the attack source. The third – is with 
“traceback” [36, 37, 38, 22, 39, 23, 24] when the source of attack is traced and 
the filter is applied on the nearest host (on the router).  
 
4. Attack agent team  
Attack agents are divided, at least, into two classes. They are “daemons” that 
realize the attack directly and “master” that coordinates the actions of other 
system components.  

On the preliminary stage the master and daemons are deployed on available 
(compromised) hosts in the Internet. The important parameters on this stage are 
agents’ amount and the degree of their distribution. Then the attack team is 
established: daemons send to master the messages saying they are alive and 
ready to work. Master stores the information about team members and their state. 



The malefactor sets the common goal of the team – to perform DDoS attack 
with some parameters. Master receives attack parameters. Its goal is to distribute 
these parameters among all available daemons. Then daemons act. Their local 
goal is to execute the master command. To fulfill attack they send the attack 
packets to the given host with the intensity (attack rate) appointed by master. 
After this it is believed that the goal on this stage of attack is reached.  

Master asks daemons periodically to find out that they are alive and ready to 
work. Receiving the messages from daemons the master manages the given rate 
of attack. If there is no any message from one of the daemons the master makes 
the decision to change the attack parameters. For example, it can send to some or 
all daemons the commands to change the attack rate.  

Daemons can execute the attack in various modes. This feature affects on the 
potentialities of defense team on attack detection, blocking, traceback and attack 
agents defeating. Daemons can send the attack packets with various rate, spoof 
source IP address and do it with various intensity.  

Malefactor can stop the attack by sending to master the command “stop the 
attack”. Then master distributes this command among all daemons. When they 
receive this command they stop the attack.  
 
5. Defense agent team  
Corresponding to the general approach there are distinguished the following 
defense agent classes [3]: initial data processor (“sensor”); attack detection agent 
(“detector”); filtering agent (“filter”); investigation agent (“investigator”).  

Let us describe the main functionality of these agents in one of the 
experiments described in the paper. In other experiments their functionality can 
be extended, and additional classes of agents can be deployed.  

In the initial moment of time the defense agents are deployed on hosts 
according to their roles:  

sensor is deployed on the way of traffic to defended host;  
detector – on any host in defended subnet;  
filter – on the entrance to defended subnet;  
investigator – on any available host beyond the subnet.  
The joint goal of defense team is to protect against DDoS attack. Detector 

watches on its accomplishing.  
Sensor processes the information about network packets and collects statistic 

data on traffic for defended host. Sensor determines the size of overall traffic 
(BPS – bit per seconds) and the addresses of n hosts that make the greatest traffic 
(in developed prototype – all hosts). Its local goal is to give these parameters to 
detector every k seconds.  

The local goal of detector is to make the decision that the attack happens. In 
experiments described in the paper the following method is realized. If detector 
determines that BPS is more than given rate (that is determined on the basis of 
amount of typical traffic for this subnet) than it decides that there is the DDoS 
attack. It sends its decision and the addresses of n hosts that make the greatest 
traffic to filter and investigator.  



The local goal of filter is to filter the traffic on the basis of data from detector. 
If it was determined that the network is under attack, then filter begins to block 
the packets from the given hosts.  

The goal of investigator is to identify and defeat attack agents. When 
investigator receives the message from detector it examines the given addresses 
on the presence of attack agents and tries to defeat identified agents. To simplify 
the model the admission is made that the defeating rate is 30%. 

When detector determines (using data from sensors) that the attack is stopped, 
it believes that the joint goal of agent team is achieved on the given time interval. 
 
6. Simulation environment  
To choose the simulation tool the comprehensive analysis of the following 
software simulators was made: NS2 [40], OMNeT++ INET Framework [41], 
SSF Net [42], J-Sim [43] and some others. We used the following main 
requirements to the simulation environment: the detailed implementation of the 
protocols (from the network layer and higher) that are used in DDoS attacks (to 
simulate the main classes of DDoS attacks); the availability of writing and 
plugging in the new modules to implement the agent approach; free for use in 
research and educational purposes; advanced graphical user interface, etc. We 
discovered that the OMNET++ INET Framework satisfies to these requirements 
best of all.  

OMNET++ is a discrete event simulator [41]. The events occur inside simple 
modules. The exchange of messages between modules happens due to channels 
(modules are connected with them by the gates) or directly by gates. 

We are developing now the environment for multi-agent simulation of DDoS 
defense and attack mechanisms on the basis of OMNeT++ INET Framework. 
We have modified the existing OMNeT++ INET Framework. For example, the 
following new modules have been created: the filtering table for network layer 
(for defense actions modeling); the “sniffer” that allows to scan all traffic for the 
given host (to collect the statistics for simulation the defense side actions and 
also for attack actions simulation). The modules that provide “sockets” were 
changed to accurately simulate the attack mechanisms. The agent kernels were 
made as co-routines, as it is convenient for implementing the interaction 
protocols (on which the agent teamwork is based). The other modules were made 
as the handlers of events from the kernel and external environment.  

The example of user interface of the simulation environment is represented in 
fig.2.  

At the basic window of visualization (fig.2, at upper right), a simulated 
computer network is displayed. The network represents a set of the hosts 
connected by data channels. Hosts can fulfill different functionality depending 
on their parameters or a set of internal modules. Internal modules provide the 
corresponding protocols and applications at various levels of the OSI model. 
Hosts are connected by channels which parameters can be changed. Applications 
(including agents) are deployed on hosts by connecting to corresponding 
protocol modules. 



The window for simulation management (at the bottom of fig.2, in the 
middle) allows looking through and changing simulation parameters. There are 
corresponding state windows that represent the current state of agent teams (at 
the top of fig.2, in the middle). There are available several information windows 
that depict the functioning (or statistics data) of particular hosts, protocols and 
agents. For example, the window of one of the hosts is represented in fig.2. 

Each network for simulation consists of three sub-networks: (1) the subnet of 
defense where the defense team consisting from K hosts (including the defended 
hosts) is deployed; (2) the intermediate subnet where N hosts with generic clients 
are deployed; (3) the subnet of attack where the attack team is deployed, 
including M hosts with daemons and one host with master. The sizes of subnets 
may be set by the corresponding simulation parameters.  
 

 
 

Fig.2. Example of user interface for simulation  
 
8. Experiments  
There were made several experiments using the models of DDoS defense and 
attack processes.  

Let us examine one of simple simulation scenarios to demonstrate 
possibilities of the software environment developed. The network for this 
simulation scenario is represented in fig.2 (at the upper right). The routers in this 
network are connected with each other by fiberglass channels with bandwidth 
512 Mbit. The other hosts are connected by 10 Mbit Ethernet channels.  



Some time after the start of simulation, clients begin to send the requests to 
server and it replies. That is the way generic (normal) network traffic is 
generated.  

The formation of defense team begins some time after the start of simulation. 
The defense agents (investigator, sensor and filter) connect to detector. They 
send to detector the messages saying that they are alive and ready to work. 
Detector stores this information to its knowledge base. The formation of attack 
team occurs in the same way. 

The defense team actions begin after this team formation. Sensor starts to 
collect the traffic statistics (the amount of transmitted bytes) for every IP-
address. Detector requests data from sensor every S seconds (e.g., 60 sec). It gets 
statistics and detects if there is an attack. Then it connects to filter and 
investigator and sends them the IP-addresses of suspicious hosts. 

When attack actions begin, master requests every daemon if it is alive and 
ready to work. When all daemons were examined, it occurs that they all are 
workable. Master calculates the rate of attack for every daemon. Then master 
sends the corresponding attack command to every daemon. Daemons start the 
attack by sending, e.g., the UDP packets to the victim server with the given rate. 

Sensors send to detector the list of IP addresses and the amount of bits 
transmitted for the given time interval. Detector determines which hosts (IP 
addresses) transmit the traffic that exceeds the maximum allowable size. 
Detector sends these addresses to filter to apply filtering rules and to investigator 
to trace and defeat the attack agents. After applying the filtering rules by filter 
the traffic to the server was lowered. And agent-investigator tries to defeat attack 
agents. It succeeds to defeat two of them. The remaining daemon continues the 
attack. Master redistributed the attack load for it. But the attack packets do not 
reach the goal and are filtered at the entrance of the defended network. 

The dependence between traffic volume transmitted to the server subnet and 
time is represented in fig.3.  
 

 
 

Fig.3. Dependence between the amount traffic and time  
 

In time interval 0–300 seconds the main traffic was generated by the client 
requests to the server. This process is depicted by the vertical straights with low 
density. When the attack begins (the label of 300 seconds) the high-density 



traffic appears – the plateau between 300 and 400 seconds. But approximately at 
400 second the filtering rules were applied and the attack packets begun to being 
dropped at the entrance to the server subnet. After that the normal state returns. 
 
7. Conclusion  
In this paper we described the multi-agent environment for modeling and 
simulation of counteraction between the teams of malefactor and defense agents 
in the Internet. The environment developed is written using C++ and OMNeT++. 
The various classes of attacks and defense mechanisms were implemented. A set 
of experiments was carried out on an example of modeling and simulation of 
attacks “Distributed Denial of Service”. The experiments showed the 
effectiveness of the proposed approach and that it can be successfully used for 
modeling and simulation of prospective defense mechanisms and for security 
level analysis on the stage of network design.  

Future work is connected with the further development of proposed 
counteraction models, including design and implementation of formal models of 
antagonistic interaction between the teams of defense and attack agents; 
implementation of greater amount of particular defense and attack mechanisms; 
evaluating effectiveness of implemented defense mechanisms; providing the 
recommendations on building of prospective defense systems against DDoS; 
further development of the simulation environment; investigation and 
improvement of agent teamwork mechanisms; developing the mechanisms of 
agent teams adaptation and self-learning.  
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